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Abstract

Web prediction is a classification approach to
predict the next step of Web pages that a user may visit
on the knowledge of the previously visited pages. The
web usage mining techniques are used to analyze the
web usage patterns for a web site. The user access log
is used to fetch the user access patterns and these are
used in the prediction process. There are many
methods based on web usage mining for prediction
system but most of all are based on traditional methods
such as sequential pattern mining, clustering and so
on. In this paper, the ontology based PHS (Perfect
Hashing and Shrinking) algorithm is used in
developing list by applying semantic similarity related
with the domain ontology.
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1. Introduction

to have an intelligent semantics-aware web mining
framework. In this paper, ontology based PHS (Rerfe
Hashing and Database Shrinking) is used to generate
frequent item sets and semantic association riled.
then the correlation based similarity is used tmpare

the user current navigation paths and offline natign
paths to produce the prediction.

2. Related Work

Om Kumar and P.Bhargavi [1] discussed about
the log files and uses Web mining techniques toaekt
usage patterns by using WEKA. In this paper,
classification into three domains of web mining is
explained. And then the types of server logs adelyi
described. And all the log formats specified abbas
fields that record http request in the form of slafime
and response in the form of status code are exgalam
detail. And it also described as the extended work
mine the log file based user clicks.

Akshay Kansara and Swati Patel [3] presented
the combination of the classification and clustgrin
techniques to predict user future movements. I8 thi
proposed system, a clustering algorithm is used to

Finding relevant information on the Web has discover the navigation patterns. The experimental
become a real challenge. This is partly due to thd€sults prove that the proposed amalgamation of

volume of data available and to the lack of striein

techniques is efficient both in terms of clusteraggd

many Web sites. In recent years, large amount télassification.

informative websites, web pages and web documents

Dilpreet Kaur and Sukhpreet Kaur [2] presented

are popular as huge collection. Any popular searctfn overview of pa_st_and current evaluatior_1 _i” user
engine returns thousands of related links to ackear future request prediction using web usage minirige T

query. But it has become difficult for users to tet
most relevant information from the related inforioat

efficiently. Modeling and analyzing web navigation

behavior is helpful in understanding what inforroati
user’s online demands.

Without such semantic
personalization system cannot predict differenesypf

knowledge,

approach is based on the new graph partitioning
algorithm to model user navigation patterns for the
navigation patterns mining phase. LCS algorithm is
used for classifying current user activities to dice

user next movement. It also described as the future
work to predict user’s future requests by usindedént

techniques such as classification, clustering and

complex objects based on their underlying propertie SSociation rule mining.

and attributes. The integration of semantic knogted

Mehrdad Jalali, Norwati Mustapha, Ali Mamat

is the primary challenge for the next generation ofand Md.Nasir B Sulaiman [4] described the testifig o

personalization systems. In this paper, the integra

their proposed model to improve the quality of

of semantic information is drawn from a web's Prediction results. LCS algorithm is used in thistem

application domain knowledge into all phases of web!© achieve more accurate recommendation for long
usage mining process. The goal of proposed system patterns of the current user activities in the ipalar

web sites. And they also described future workatcet



into account the semantic knowledge about undeglyin which sometimes automatically request web content
domain to improve the quality of the recommendation from a web site. The third step is to remove the
And it also described the integrating semantic we8d  irrelevant requests from the log file such as image
web usage mining can achieve best recommendation irequest or style sheet request which are not taken

the dynamic huge web sites. account since these files are auxiliary files for
displaying web site to the user. To sum up, thausta

3. Theory Background code is used to prune the non responded requests,
address fields are used to prune Web page addresses

3.1 Web Usage Mining and user agent fields are used to prune the web

o _ crawlers. The next step after pruning is the exiwac
Web usage mining focuses on techniques that

i , , : havigation history of each session from log fil&be
could predict user behavior while the user interact S . . .

i . -, navigation history is the set of web objects retpes
with the Web. The web usage mining can be claskifie by th in hi . . . A .
into three processes, consisting of the data paipar y the user in his active session time. A sess®n i
n . ' . : established when the end-user makes the first stque
pattern discovery and pattern analysis phaseshdn t L
i , to the web server and the session is torn dowm afte
first phase, web log data are preprocessed in doder . . .

. . . _ period of idle time from end-user.
identify users, sessions, page views, and so othdn

second phase, statistical methods, as well as datgo Building Reference Ontology and Domain
mining method (such as association rules, sequentia Ontology accor ding to user transaction

patterns discovery, clustering and classificati@ng

applied in order to detect interesting patternsesgh Firstly, the reference ontology is prebuilt related
patterns are stored so that they can be furthdyzew  with education domain. When the user transaction is
in the third phase of the Web usage mining process. produced, the domain ontology is built according to

. link structure of web site from these transactions.
4. Overview of Proposed System

4.3 Ontology based PHS Algorithm
There are four steps in this proposed system.

The first step is preprocessing the logs (raw daaspd In this proposed system, the PHS algorithm is
on user identification and session identification used with some modification to map with ontology
according to the user session and visit. The sestgpl  instances to generate the semantic associatios. rule
is building the reference ontology according toweb  The two algorithms namely Semantics-Aware
site structure and updates the domain ontology byFramework and Semantic-Aware PHS are applied to
using domain information of user transaction fildle  generate the semantic frequent semantic objects and
third step is applying the ontology based PHSsemantic association rules using semantic simjlarit
algorithm to develop the semantic association rulesbetween concepts.

Finally, the calculation of correlation based sanily In  Semantic-Aware Framework, the input
is applied to predict the next pages for currerérus patterns are clean web logs, domain ontology,
session. maximum semantic distance which is specified by the
user according to the relationship of the domade si
4.1 Web L ogs Pre-processing M ethods and minimum support count. And then the clean web

) logs are mapped with semantic objects and build the
The process of extracting web usage logs to . . o
_ o ._semantic matrix to calculate semantic distanceashe
implement prediction system performs three main

steps: Data preprocessing, using ontology based PHSher'
algorithm and Prediction. The first step and theose
are performed off-line and the last is online. Web
server registers the entire request made to tiverse
the log file including request time, request ty@&ET,
POST and HEAD), http version, user agent

information, client IP address, response status an%t the beginning of the Semantic Aware PHS

referrer address. . . . .
_ algorithm, scanning and counting the support, rfitig
Firstly, the non-responded requests are pruned

i i out the items with right support and dropping the

from the status field of the log entry. The secet&p is o .
. remaining which does not have enough support from
to eliminate the requests made by software agents

2

After generating the semantic matrix, the
Semantic Aware PHS is called to generate the frgtque
objects and semantic association rules. The Semanti
Aware PHS algorithm is used the framework of PHS
algorithm combined with the calculation of semantic
distance to produce the accurate results for ptiedic



the database. After that, hash table for canditiate
item sets is constructed where semantic distance of
each pair is less than the specified semantic rdista
When this work has been done, the table contained
candidate 2-itemsets and the number
occurrence are generated.

From next step to final, the algorithm is different
to other sequential pattern mining algorithms. The
frequent two item sets are unique corresponding to
word in a new system. This may also called encodingﬁi
such that item set AB assign as a word namely &’ a
another CD assigns as “b”. And the items whichrexte
frequent two item sets are removed from database. T

three item sets will be in form of two item seterF where R;= rating of each transaction of user

2R R)R,; -R)

s, j) ===

>Ry ~RY’ Jg(&,j -R)’

of theirWhere sim(i,j) = similarity of current user navigat
paths and offline navigation paths;
Ry, = rating of user’s current navigation paths

R; = average rating of the current navigation paths
R,= rating of offline navigation paths
= average rating of the offline navigation paths

_ P(t]j)
R = =
o > P(t]])

j=1,.n

example: joining with a (AB) and b (BC) will restitt navigation paths. (1)
(ab). | PPt )

By this process, the database reduces, as all the i = Z freq (PEIn ) 3)
non frequent item sets will be removed during iy

processing. From theoretical point of view, it istter

freq (t in j) = occurrence of transaction t in user

on the side of execution time because it does niyt 0 nayigation paths.

eliminate collision but also fix the length of céaate
items sets to simplify the task of making hash fiamc

To calculate semantic similarity between two
concepts, the following concept similarity methad i
applied based on semantic distance of each concept.

4.3.1. Concept Similarity Matching Method Based
on Semantic Distance

The algorithm takes two concepts as input and
computes a semantic similarity as output in foapst
Step 1. Weight Allocation: Determine weight
according to the relationship between root node of
ontology and other concept nodes.
Step 2: Node routing table generation. Record all
paths between node and concept nodes, generate
routing table.
Step 3: Semantic distance computation. Compute
semantic distance according to the node routintg tab
The semantic distance is the sum of weight betwleen
concepts that have the inheritance relationship.
Step 4: Semantic similarity computation. Construct
similarity function, and compute semantic similgarit
between concepts based on semantic distance.

4.4 Corréation based
Prediction

Similarity and

In this proposed system, the correlation based
similarity algorithm is used to map with the prawo
navigation paths and user current navigation ptihs
generate the prediction
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Figure 1: Stepsof Proposed System




5. lllustration and System Design of the And then the preprocessing step such as user
Proposed System identification and session identification are apglthis

raw log files and clean log files are produced Wwhi
In this proposed system, the log files from the gescribed in Figure 2.

web site (http://www.ucsy.edu.mm) are applied.

And then the preprocessing methods are appliec —
to raw log files and clean log files are generaaéidr Preprocessing Step Reference
. . . Ontology
preprocessing. For getting the user name, thelogier e L
information (Date, User IDClient IP, In-time, Out- g Logs N
time) attributes can be user the user identificesi@p. &
g
184,22,164,54 - - [21/oct/2012 07:47:33 +0630] "GET / HTTP/1.1" 301 549 "-" "Wozil S
184.22.164.54 - - [21/0ct/2012 07:47:34 +0630] "GET fucsy/ HTTP/1.1" 200 10271 "-" ‘ Ontology based PHS Domain
208.68.138.5 - - [21/0ct/2012 07:47:51 +0630] "GET /ucsy/SecondIcca.do;jsessionid= Algorithm Information
208.68.138.5 - - [21/0ct/2012 07:49:06 +0630] "GET /ucsy/ThirdIcca. do; jsessionid=8 JL
199,36.240,20 - - [21/0ct/2012 07:49:24 +0630] "GET /ucsy/layout/images/ucsyLibrar Semantic
208.68.138.5 - - [21/0ct/2012 07:51:36 +0630] "GET /ucsy/Fifthicca. do; jsessionid<=6 Association Rules
208.68.138.5 - - [21/0ct/2012 07:52:51 +0630] "GET /ucsy/sixthIcca.do; jsessionid=8
208,68.138,5 - - [21/0ct/2012 07:54:06 +0630] "GET /ucsy/SeventhIcca. do;jsessionid
208,68.138,5 - - [21/0ct/2012 07:55:22 +0630] "GET /ucsy/EighthIcca.do;jsessionid=
208.68.138.5 - - [21/0ct/2012 07:56:37 +0630] "GET /ucsy/Ninthicca. do; Jsessionid<=6
208.68.138,5 - - [21/0ct/2012 07:57:52 +0630] "GET /ucsy/Tenthicca. do; Jsessionid=8 8
208,68.138,5 - - [21/0ct/2012 07:59:07 +0630] "GET /ucsy/GoAboutUs.do; Jsessionid=E | Current Correlation Prediction
208.68.138.5 - - [21/0ct/2012 08:00:22 +0630] "GET /ucsy/contact.do; jsessionid=E3F I User S based - List
208.68.138.5 - - [21/0ct/2012 08:01:37 +0630] "GET /ucsy/universities.do;jsessioni = Similarity
203.117.37.216 - - [21/0ct/2012 08:01:50 +0630] "GET /ucsy/GoMobile.do HTTR/1.1" 2 S -
203,117.37.216 - - [21/0ct/2012 08:01:51 +0630] "GET /ucsy/img/mobile/traveller_po
203.117.37.216 - - [21/0ct/2012 08:01:51 +0630] "GET /ucsy/Tayout,/images/ucsyLogol .
203.117.37.216 - - [21/0ct/2012 08:01:51 +0630] "GET /ucsy/img/mobﬂe?w‘Textmmshde F|gure4, System Framework
203.117.37.216 - - [21/0ct/2012 08:01:51 +0630] "GET /ucsy/img/ucsy.ico HTTP/1.1"
203,117.37.216 - - [21/0ct/2012 08:01:52 +0630] "GET /ucsy/img/mobile/mobile3. jpg

231473216 - - 2ot 202 0802:12060] "1 sy g Tissyte i The domain ontology is constructed with web

208.68.138.5 - - [21/0ct/2012 08:02:52 +0630] "GET /ucsy/Courses.do; jsessionid=E3F PP
D08.68.138.5 - - [21/0ct/ 2002 08:04:07 +0630] “GET Jucsy/AdwissionGraprogran.do: s Sit€'S structure and the keywords as conceptstéebla

208.68.138,5 - - [21/0ct/2012 08:05:23 +0630] "GET /ucsy/department. do; jsessionid= i i i ; ;
208.68.138.5 - 1/0ct/2012 08:00:08 +0630] "GET /ucsy/research. do; jsessiom d-E3FCaB with education domain) and relationships are

157.55.32.58 - - [21/0ct/2012 08:11:21 +0630] "GET /robots.txt HTTP/L.1" 404 542 " identified. When the clean web log files are mapped
69.171,229,115 - - [21/0ct/2012 08:11:28 +0630] "GET /NLP_UCSY/mtapplication.htm] i ] i
with ontology files and produce the semantic wejslo
Figure 2. Raw Log Filesin Text For mat files. These logs are mapped with domain ontolagy a

p calculate web page similarity using semantic distan
islt is calculated by applying with the referenceatogy
which is prebuilt according to the education domain
Ontology based PHS Algorithm is used
according to the semantic distance and generates th
semantic association rules. And then the correiatio
similarity is applied to generate the predictiost fior

To group the activities of a single user from we
log files is called a session. As long as user
connected to the website, it is called the sessidhat
particular user. In this proposed system, 30 mmige
assigned as a session time-out. In Figure 1, raw lo
files of proposed system are described in text &rm

Cleaning Phase with the current user’s session and semantic csoci

No IP Date Time URL Method Status rules.

1 184,22.164.54  21/10/2012 07:47:33 P1  get 301

2 184.22.164.54  21/10/2012 07:47:34 P2 get 200 6 Experimental Results

3 208.68.138.5  21/10/2012 07:47:51 P2 get 200

4 708.68.138.5  21/10/2012 07:4%:06 P4 get 200 ) o

5 208.68.138.5  21/10/2012 07:50:21 P5  g=t 200 In this proposed system, it is easy to understand
6 208.68.138.5  21/10/2012 07:51:36 P& get 200 advantages of PHS a|gorithm after Studying the
7 708.68.138.5  21/10/2012 07:52:51 P7  get 200 o . -

8 708.68.138.5  21/10/2012 07:54:06 P8 get 200 tradltlonal methOdS_ _SUCh a? Apriori  algorithm,
9 208.68.138.5  21/10/2012 07:55:22 P9 get 200 Sequential Pattern Mining Algorithm.

10 208.68.138.5 21/10/2012 07:56:37 P10 get 200 |n add|t|0n, retrle\”ng relevant |tems and
11 208.68.138.5  21/10/2012 OF:57:52 P11 get 200 . )

12 208.68.438.5  21/10/2012 07:59:07 P12 get 200 transactions durmg the process can Iead_to thebdaé

13 208.68.138.5  21/10/2012 08:00:22 P13 get 200 to be reduced. Figure 4 shows that the differeffithen

14 208.68.138.5  21/10/2012 0B:01:37 P14 get 200 execution time by using Apriori and PHS algorithm.
15 203.117.37.216 21/10/2012 08:01:50 P15 get 200 . .

16 203.117.37.216 21/10/2012 08:02:38 P16 get 200 The PHS algorithm which is better performance than
17 208.68.138.5  21/10/2012 0B:02:52 P17 get 200 Apriori because it is only reduced the number of
18 208.68.138.5  21/10/2012 08:04:07 P18 get 200 scanning the whole database but also decreasézthe s
19 208.68.138.5  21/10/2012 08:05:23 P19 get 200

Figure 3. Cleaning Phase of Raw L ogs of database.
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Figure5. Comparison of Execution time of Apriori
and PHS

7. Conclusion

In this paper, ontology based PHS algorithm is
reference[4

performed using domain ontology and
ontology and generate the semantic associatios hyle
using semantic similarity.

It can be solved the
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